Ludics and Rhetorics

Abstract

In this paper, we give some illustrations of the expressoxegy of Ludics with re-

gards to some well known problems often regrouped undeiathed bf Rhetorics.
Nevertheless our way of considering Rhetorics encompasapg questions which
have been put nowadays in Semantics and Pragmatics.

1 Introduction

Language is mainly interaction. It may even be said, follayiamous cognitivist S.
Pinker thatlanguage emerges from human minds interacting with onehemofThe
main interest of Ludics, for the study of natural languagsjdes in the possibility it
offers for expressing this interaction.

There are many indices of this interaction in languagefits®d even in syntax, as wit-
nessed by the presence of many small words which have eseatihetoric or prag-
matic impact, like &veri, " nevertheleswor " but’. Like French linguist Oswald Ducrot
said during the eighties, these words cannot be undersiogdlysin truth-conditionnal
terms. 'But’ is not simply "and’ for instance, and if, for a truth-conditionnal view-
point, there is not a big difference betwedaW and "a few, it remains that from a
pragmatic side, it is quite obvious that sentences comtgittiese two words cannot
be pursued in the same way. If | sBgter has read few books by Virginia Wqdkis
can be continued btherefore he does not know her well as a wrjt@nd if | sayPeter
has read a few books by Virginia Wogathis can be continued iyerefore he knows
her as a writer a little and the converse discourse cannot be pronounced. This can
be interpreted if we assume that the speaker answers arcingplestion which could
be : Does Peter know Virginia Woolf well as a writer@nd that few’ is a negative
item, while "a few is a positive one. Vague quantifiers, likéeWw”, "a few”, "many”,

"a lot”... denote, as is well known, (approximative) positions on desdaut specific
vague quantifiers have the property of orienting this saak direction or in another.
"But’ has a similar property: taking two propositions as inpittsloes not only pro-
vide us with a coordination of them, something which can beeday a simple &nd’,

it also creates a scale which can be scanned in two opposéteidins: one proposition
is supposed to be oriented towards one end and the other waedthe other end.
This is particularly visible whenbBut’ is used to coordinate two quantified expressions,
thus requiring they have opposite directions of variatichhlfe has many relatives but
few friendsvs *he has many relatives but many friehds

We may also study the phenomenon of presupposition and seg iathat it is as if a



dialectical structure was at stake.Afsays toB : "l don’t regret to have been watch-
ing the movie”, A not only says something about his/her feelings (that s/tes tot
regret) but also restricts the waysscan react to this assertion becausés supposed
to know thatA went to see the movie, or if s/he did not know, is required tdude

in his/her knowledge database that of couds&atched the movie. All these facts are
well known. They all assume a model of conversation wheré speaker takes into
account not only the assertions made by the other but alsip@aps mainly) theet

of expectationthat each speaker has concerning the reactions of the other.

Ludics exactly provides a framework where the "actions” oé gpeaker, seen as "pos-
itive”, not only depend on the actions of the other of the sawlarity, but also on its
expected answers, that is "negative” actions.

In this paper, we shall develop some concepts of Ludics fayuage study. The body
of the paper will present them in a rather intuitive settingpile the Appendix gives
more precise definitions. Section 2 presents the ludicabnstof designsand nor-
malization with their interpretations in proof-theoretic terms andsirategic ones :
Ludics formalizes moves in a game as well as in the researehpobof. Section 3
applies these notions to Rhetorics and Eristics. It make®ftian extension of designs
(c-designydue to K. Terui which has two main advantages : it providesearized
formulation of designs which makes them to look likeerms, and it includesuts
Section 4 tries to give an account sgmanticsas it is generally understood, that is
the context-free study of meanings, but instead of staytingksto a truth-conditional
conception of meaning, we envisage it as something builbt@ractions. There are
two ways of looking at meaning : as a simple set of justifigai¢when we take in
consideration all the possible objections which can be niadesentence), or asee-
haviour, that is the set of all designs which give the same resultalfthe interactions
(in terms ofconvergence / divergenceComplex articulated sentences may be viewed
as combinations of more elementary behaviours. After a ¢etepess theorem, the
behaviours generated by such operations are completeg isetise that they contain
no other design than those obtained by the operations. Be@hbehaviour is ordered
by a relation of refinement, and because behaviours may legeatdby inclusion, it is
possible to associate family of behaviours with a sentence, each of them reflecting
some degree of refinement. Because, for a sentence, tharpriagiple no end to the
process of its examination, there are no "atoms” properdakmg. In the conclusion,
we come back to the main features of our approach and emghisjzroximity with
some neuro-cognitivist views on meaning (Changeux).

2 Ludics for Language Moves

2.1 Designs

Let us calllanguage movevery move that a speaker makes during a conversation. A
positive move consists in an explicit assertion or questdmegative one consists in
a way of collecting the content of the other’s utterrance @aadtting to it in a purely
mental way. If somebody says to me:

(1) Are you still smoking?



I will store in my short term memory thalis is a questiorand that it is assumed that
I was a smoker (and even that perhaps | am still on&lso know of course that the
speaker who says (1) has some informations on me and, icylartthat s/he knows
(or believes) that | was a smoker. Therefore when s/he askeat her question, s/he
had in mind some of the states in which | can be. In the absolhése states are
combinations of the following:

| was a smoker  vs | was not a smoker
| presently smoke vs | don't presently smoke

The point here is that by (1), the speakepriori eliminates two states, those the
commun feature of which iswas not a smoker

Let us represent the various possible elementary stategdyeird)/1, which are also
calledbias A moveis a sequence of such bias. Many exchanges are such that they
have only moves of length 1: in such a case, the player who sn@ither negatively
or positively) simply adds a bias to a previous sequencetwslcnmarizes the history
of the exchange, but sometimes s/he adds three bias at a ttievew perhaps more.
Let us suppose a positive move of a player iseseementaryguestion. By asking it,
s/he adds a bias, let us call it 0. After this positive moviee shakes a negative one,
which consists in expecting an answer 0 or 1 (if there are tidypossible answers,
like itis the case for dichotomic questions) : these areipedgtheloci where the other
player could play if there would be no presupposition (cds#idbyou ever smokefor
instance). But by asking a complex question like (1) (thastatle named anultiple
question), two elementary questions are combined (to each of whichssign a bias 0)
so that in fact, the only "loci” the speaker provides to hisier opponent ar@000 and
0001 (and neithenN100 nor0101). Let us therefore assume that the speaker starts from
scratch (a situation which is in reality never the case!)re@esent that by the empty
locus< >. By asserting (1), the speaker directly jumps to the set e§jte answers
{0000, 0001}. If it happens that, in reality, | never smoked, | have no btuanswer:
we say that the conversation locally diverges. Only a "mejarhe allows us to fix the
interaction. This "meta”-game uses pieces of interactibictvare "ready made”, for
instance one of them consists in forcing the speakeetimct oneself. This is done
by erasingthe whole interaction anceplacingit by a more fine-grained interaction,
according to which:

1. the speaker gives at first the alternativeand01

2. and plans, if the other speaker answer$yto give another set of alternatives
0000 and0001

There is another kind of move, the one in which the speakeddss/he has got enough
information, for instance by means of an answer from theratheaker which satisfies
him or her. There is no bias added in that situation, only aaighdicating that the
exchange is over. We notesuch a move, which is a positive one. Generally, no
speaker’s viewpoint can end up on an indefinite wait for atpasactiort.

We may represent this interaction in the following way:

lexcept in case of a partial design, the last positive rulagpeymbolized by which precisely means
the absence of rule.
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A third issue is the one for which | object that | never smokehlich would be, on my
viewpoint:
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We may contrast this kind of exchange with the one in whichethgpresupposition
(or multiple question). The Speaker’s viewpoint is repthbg:
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Where( is the chronicld—, < >, {0})(+,0,{{0}})(—, 00, {0}).

2.2 Normalization

Let us examine how the previous viewpoints design¥ may interact.



1. at the bottom of each design, we have either > or < >+, that is twice the
sameocusbut with two different polarities. This is exactly similar & situation
where the cut-rule may apply in a sequent calculus. Therdiffee is here that
there will be no formulation ofut as a rule, but simply we shall consider a cut
as a situation where twlmci meet with two different polarities. In that case,
this cut may be eliminated according to the standard technique.r Atite first
elimination, what remains is:

—0000 | F o001 0000 -
000 - 000
o0 - 01 00+

o -0

2. a new cut appears after this first elimination: betweéenandt 0. This exactly
illustrates the fact that there is a minimal agreement betweo speakers: the
second agrees to record in his or her own mind the questicedask the first
one, what remains is:

—o000 Fooor ! 0000
e - 000
0 00 -

3. again new cuts appear, the first one betwiein andr 00, then between00 +
andF 000, and finally betweef000 F and- 0000, when this last cut is elimi-
nated, what remains is :

— 1
something we shall considemaill object.

Such a termination will be associated te@vergencease (see the Appendix). The
two objects which have converged this way when put togettessaid to berthogonal
designs|tis now obvious that our so called third issue does not eocge with the pre-
suppositional question made BYysince after the first and the second cut-eliminations,
there is no cut situation any longer.

2.3 Strategies, proofs and designs

By paying attention to the previous example, we can obsdraewhat we named
"viewpoints” were in fact exactly likestrategiesthat players can have when playing
together. In the Appendix, the reader can find the definitibdesigns Intuitively
speaking, designs are sequences of moves, each of which éssociated with the
application of a rule (positive or negative), they can thanebe seen at the same time
asdeductionsor proofs The dialectical interaction that we have between a speaker
S and his or her co-speaker may be seen either as the opposition of two strategies



in a game or as a tentative to build a proof against the objest{or the counter-
proof) of the other speaker. One of the main differences thighusual games lies in
the fact that there may be no winner in that kind of game : if wéelve in Grice’s
Cooperation Principle, the goal i®t to win against the other speaker but to reach
together a situation in which there is agreemenbn expectations Such a situation
is expressed in terms of convergence. Divergence, on thieatgymay be assigned to
failure, like presuppositional failure

Let us otherwise notice that, conceived this way, dialet&xchanges seem to occur
not by opposing steps to steps, one by one, but by opposingkewtiategy to another
one. It is as if each speaker had in his or her own mind, a whiele, jor as if s’/he
wasprojectingan entire design. This seems to be in agreement with pregams ¥n
neurosciences, as attested by these words of Jean-Piearg@lx (himself quoting
works by Sperber and Wilson):

"Human communication generally takes place in a well defioedtext
of knowledge in which speakers are informing each othdrAiming at

maximizing the efficience of communication, each speakes to recog-
nize and to infer the intention of the one who communicatesother
words, when communication begins, each partner has in higeoown

mind the whole possible content of the speech, which canstita sub-
set of all his or her knowledge on the world. [...] We may thih&t each
speaker constantly tries to project his or her frame of thoirgo the mind
of his or her co-speaker”.

3 Some Applications to the Argumentation Theory

3.1 Controversies

In the previous section, it was seen that by associatingigresth a speaker’s view-
point in a dialogue, we may highlight its interactive featsir In doing so, we give an
account of the interactive content of a discourse in thefalhg way : a speech turn is
anchored on a locus created by the previous one, due to teesgbaker, and creates
new loci on which the interaction will continue. The design assedawith a view-
point can be more or less elaborated : in the simplest case®rily a positive action,

but sometimes, like in a presuppositional case, it is a sgzpief successive actions
(or chroniclg. Moreover, it may be still more elaborated in the caseaftroversies
which we will consider below.

Let us define @ontroversyas a language game in which there is a goal, consisting in
getting awinningposition in a debafe Controversies are therefore a subset of the class
of dialogues.

2Technically speaking, a strategy is winning if it does na tise daimon. We retrieve the notion of
winning desigrdefined by J.-Y. Girard.



3.2 Fallacies and:-designs
3.2.1 c-designs

Controversies may contain figures of dialogue, caliidcies which are mainly used
to confound the interlocutor. We know that, in l8sphistical Refutation®r De So-
phistis Elenchiy Aristotle was the first to show how to refute these diatsdtiricks.
We will try to see in the following how it is possible to chataigze fallacies by means
of special properties of the designs which represent themrder to do so, we will use
a variant of Girard’s designs, called-tlesigns®, defined by K. Terui [Terui 08]. "¢”
comes from "computational” ¢-designs extend ordinary designs in that they contain
explicit interactions and moreover, they allow to definenité designs by means of
finite devices called thegenerators
The reader will find a more complete presentatior-diesigns in the Appendix. Let
us only focalize on their main features. Instead of usingpioof-like presentation,
the c-designs may be roughly described as generalisegtms. In the term calculus
which results, we have not a simple, unique application kartyrones, in fact as many
as there are elements in a signature4ebnsisting in a given set of paifs, n) where
ais aname and is an arity. The normal terms or cut-fre@lesigns are still sequences
of alternated actions, but :
- positive actions are either constanfs(daimon or abandon) ard (divergence or
absence of rule), or proper and specific actions (denotedfbya given name);
- hegative actions are either variables{, z,...) or proper negative actions (denoted
by a(zy, ..., zp)).
Then the terms (ot-designs) are defined as follows:
- a negative=-design is either a variable or a sum of negative actionsegplith pos-
itive c-designs as operands;(Za, ). Pay + -+ + ak(Za,,)-Pay,
- a positivec-design is either a constanit ¢r 2) or an application which is denoted
by No|la < Ny,..., N, > where|| indicates an interaction (or cut). Such an inter-
action is an application in the following sense: N{, contains a subterm(z,).P,
then we have to perform the applicatig®,)N; ... N,,. Precisely, in such a case
Nolla < Ni,...,N, > reduces intoP,[N;/x1,...,N,/z,]. Otherwise, if there
is no subtermu(Z,).P, in Ny (or, equivalentely, ifNy contains the subterma(Z,,).(2)
the interaction diverges. For instance, the design (i)wedotranslated into the term
(ii):

2.6.03F 2.6.04F

_ F2.6.1,2.6.2 f F2.6.0 (6.0, {3,4})
(4) 7 (z.6,{{1,2},{0}})
' " (z,{6})
(i) P =z[|{6} < {1, 2}(z1,22).7 + {0} (») y[[{3,4} < Q7,2 >>

whereQ~ is a notation folX,c 4a(27,).€.
Since inP the first negative term is the variable there is no cut. In such a case we

3see more details in the Appendix.



use the term "chanel” to talk about the variablend indicates that it is the locus on
which an interaction may be plugged in. This design, based gonsists in a positive
action (named6}) which gives access to two negativelesigns:

e the first one begins by a negative actidn 2} (1, 22) which, in principle, binds
the variablesr; andz, in any c-design which follows (heré, which is a con-
stant).

e the second one performs a negative acfioh(y) which bindsy inside the pos-
itive c-design:y||{3,4} < Q~,Q~ > which follows this negative action. The
later positive design reduces to a simple positive acfidnt} since in fact no
(total) negative-design follows it.

Let us note that-designs (terms) whelfeoccurs between a mere channel and a subde-
sign correspond to Girard’s designs. Nevertheless, thereases for which| occurs
between two subdesigns : in these caseadesigns extend Girard’s designs, because
they now involvecuts || is therefore interpreted as a cut-plugging. For instartee, t
cut-net (iii) below is translated into thedesign (iv) :

2.6.03F 2.6.04F

z6.1F 262F F26.1,2.6.2 f F2.6.0
(vi7) Fz.6 z.6 F
z Fz
L P
(iv) PIL/2] = LI[{6} < N >

L={6}(2).2|[{1,2} < Q7,0 >
N = {1,2}(z1, 22).T + {0} (y)-(9][{3,4} < Q7,027 >

3.2.2 Petitio Principii

A typical fallacy is provided byPetitio Principii, translated bybegging the question
in English. Like this expression tells us, it is the rhetatifigure which consists in
smuggling the conclusion into the wording of the premidess begging or avoiding
the question at issue in the argumé8thipper and Schuh, quoted by [Hamblin 70]).
In other words, a given argument depends on what it is tnorsyipport, and as a result,
the proposition is being used to prove itself.
We characterise such a fallacy in Ludics as a block wherethex no loci on which a
continuation of the interaction can be performed. Tdee that the intervention should
create are in fact never available. Like if, during a gamayrytarn was never given
back. An example is provided by:

(2) Your daughter became dumb because she lost the use of laaguag
Let us take the following notations:



- E, E1, E5 andE’ respectively denote the utterangesir daughter became dumb
because she lost the use of languagrir daughter became dunghe lost the use of
languageandyour daughter lost the use of language because she becani® dum

- €, e1, e ande’ denote the names of actions which are respectively asedaiath
them.

Let us describe below the desigrassociated withE:

o & =yller <N > where:
- y is the channel where an answer may be plugged in;

- ¢1 is the first positive action and corresponds to the cl&im your daughter
became dumb

- the designV is associated with the justification &f .

o to make& more explicit, we need to precise the desigrwhich contains as a
justification for E, the argumenfz;. We have (N = ey(x).£’. Indeed the
negative actiores(x) gives an account of the position which is ready to support
E5: she lost the use of languag®loreover we may forecast that such a support
would be the utterancg’: your daughter lost the use of the word because she
became dumtwith which is associated the desigh

e Clearly the desigrt’ is equal to€ except that the positions @f ande, are
exchanged. Precisel§] = z|jez < N’ >, whereN" is e¢;(z).£", and&” =
Elz/y],and soon ...

Finally the desigr€ associated with the utterande your daughter became dumb
because she lost the use of language

&, = yller < ex(z).z|lez < ex(2).z|lex- - >>

The desigrt is infinite. Nevertheless, we may give a finite presentatiat) by means
of a finite generatog (see in appendix):
G = ({s1,s3},{s7,s5 },1,{s7}), where the functionis defined as follows:

st = il < s >
I(s7) = es(z).55
I(s)) = allez<sy >
I(5;) = ealy)st

The design-like presentation highlights the characiessif “petitio principii”:

e the designis infinite; the loci to which the addressee caiidét sneself are never
available.

e the design’s generator gives an account of the circulafitfje@argument.



3.3 Transfering the premises from a locus to another one

A well known work on what is sometimes namedstic, according to the ancient
Greek wordEris meaning "wrangle” or "strife”, is the famoukhe Art of Always Being
Rightwritten by Schopenhauer. In this book, the German philosogives several
"stratagems” according to which it is easy to win a contrgyezgainst any opponent.
For instance, the "fourth stratagem” is the following :

Make the opponent to admit the premises of a proposition, lidden
way during the conversation. Once it is visible that your apgnt has
conceded all the necessary premises, play the sentencedhipl these
premises.

Let us build the design associated with a speaker who arguiesaur of his or her
thesis by refering to premises already accepted by the sfieaker.
Let us use the following notations :

o the speaker is referred to by "player” &r
e the addressee by "opponent”©r

e the utterances corresponding to the premises alreadytacclepO are denoted
AandB.

e we assume that the claim made Byby using the premises already accepted by
O, is similar to the followingE: SinceA and B (that you accepted) implg,
you will agree thatC'.

e we denote by the utterancel and B imply C.

e the namesg, b, e, i are respectively associated with the utterantes, E et 1,
and their arities will be made precise below.

We associate witlts the following design:
& =vyller < alzy). A, b(zp).B,i(x;).T >

which is built as follows:

- y is the channel where an answer may be plugged in;

- 21 Is the first positive action : it consists in the claim of theglsC'. This action
is ternary since it suggests that the interaction may caoation each element which
constitutes the logical argumentation: the two premiselstia@ implication.

- thenP is ready to continue the interaction on three channelsesgmted by three
negative actions(x,), b(zp), i(z;).

- the designs4 and B respectively associated with the support of the premises
andB are already built.

Let us consider the following simplified case: during prexsalialogues, the ut-
terancesA and B were asserted by and immediatly accepted hy. We can then
represente each of them by some design reduced to an eleynpasitive action, re-
spectively :z,|[@ < 2~ > andz,||[b < @~ >. We give an account of the transfer of
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these premises so that they become arguments of the thdsighe fact that4 et 5
are respectively obtained on the following way:

A= Faz,, |[a<Q > etB= Faxy|b<Q >

whereFaz is an infinite design generated by the following fifigenerator:
({su}tuev, {sn}.l,sn) Where :

Z(SN) = EuGUU(fu)-Suv Z(Su) = U||ﬂ <SN,..., SN > Wheny ¢ fu

ThenFax,, is the negative-design:
Suevu(wi, ..y xn) - (Wal|u < Faxy,, ..., Faz,, >)

with which the normalisation of a positive desifh= z,|| ... givesD|y,/z.]-

SinceO knows that the designs,|[a < Q= > andxz|[b < Q~ > are winningP’s
designs, his or her only possibility to successfully comirthe dialogue is to use the
channeli(z;). Indeed the subdesighis still partial at this step If O has nothing to
oppose td, then s/he looses: s/he is obliged to play the daimon.

Let us underline that such an interaction may be taken intowatt because we are able
to express cuts inside the representations of the speath tlihese internalized cuts
allow us to keep the information coming from previous exgemand to be able to

reuse it in the future.

4 Ludics and "semantics”

4.1 On Natural Language Semantics

In the previous sections, we were concernedHhstoric, that is the way in which lan-
guage is used according to a persuasion goal. Rhetoric isstign ofpositionsthat
speakers occupy in their interlocutory space. In particmee saw in the previous
section how a speaker is bound to make use of the other sfeakpectations. In
contrast with rhetoric (which takes place in fact inside tkanowadays callegrag-
matics that is the study of theseof language in contextsemanticds supposed to
deal with the proper content of a sentence (more or less erdigmtly of its context).
Traditional Formal Semantics does as if there existed aactibable sentence mean-
ing which could even be reduced to truth conditions, acogrdd Frege’s program.
Another viewpoint amounts to consider that :

e meaning is always decided in context, that is, more pregigedialectical ex-
changes,

e meaning is always determined according to reciprocal éapieas coming from
two speakers (or more) in a dialogue

4provided that/ (a set of names associated with some utterances) is finite
Sthat is it has still some missing rule over it
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Of course, when dealing with content, we are obliged to $tarh some primitive
meanings associated with wordexical meaninyand from primitive ways in which
those contents may be combined. For instance, when utietrére is a cat on the
mat, we refer to primitive concepts like those oat andmat , and also on relational
concepts likdbei ng on... At a first glance, we may ignore what there is exattly
sidethose concepts! Tarskian semantics would sayt is the concept defined by
the function which assigns 1 to every individualvhich is a cat, and O to the other
individuals... We don’t think this kind of view bring anytid to the comprehension of
the semantics of natural language. If we try to reason mogedordance with modern
neurocognitive views, we should prefer to say that is that part of the brain which
reacts when the word is heard or when a real cat crosses thér@ant of us... But
we can also leave the door open to other conceptions : inffacts, cat will be...

a set of designs, (dsehaviou) seen as the set of all designs which interact the same
way with regards to the other designs inside our situaticer@iesentation of the world,
at the moment we have an exchange about cats with other pedpoursecat as
a notion may be more or less deepened in a given situation aytsuffice for us to
identify a cat simply by a single feature (its miewing, itsigkers or else...), or we can
be in a situation where we expect more, something likeoaf that there is a true cat!
Here the separation theorem is fundamental. It states #siguls may be ordered in-
side the same behaviour. Very long designs may inhabit theweur associated with
the notion, as well as shorter and more branching ones.

We propose here a conceptioniatieractive meaningased on Ludics. At a metaphoric
level, in the same way a design is defined by its orthogonabfaling to the separation
theorem), we postulate that the meaning of a sentence ia diyéts dual sentences
: that is the sentences with which the interaction converlyeseover, we claim that
Ludics also offers a framework in which we may modelize theaming” of a sentence.

We follow below an example which illustrates a classicalyeon of ambiguity §cope
ambiguity).

4.2 Meaning through dual sentences

Let us consider the statement (from now on denotedby

(4) Every linguist speaks some african language
Usually two "logical forms” can be associated with such atseceS, depending on
whethersomehas the narrow or the wide scope. Namely:

S = Va(L(x) = 3y(A(y) A Plx,y)))

Sa= 3y(A(y) AVe(L(z) = Pl,y)))
whereL(z) means“xis a linguist” A(y) means “y is an african language” aidz, y)
means “x speaks y”.
When "some” has the narrow scope, we assume that the logical onverges with
the LF of sentences like:

(1) There is a linguist who does not know any african language

(2) Does even John, who is a linguist, speak an african lagg@a

(3) Which is the African language spoken by John ?

12



On the opposite, if "some” has the wide scope, the logicahfoonverges with :
(4) There is no african language which is spoken by all thguists.
(5) Which african language every linguist speaks ?

4.3 Meaning as a set of justifications

In this section, for the sake of brevity, we shall discardikie) part of theS-formulae,
simply considering the following formulae:

Sy= Vady(A(y) A P(z,y))

Sy = Jy(A(y) AVz P(2,y))
We realize the idea according to which meaning is equatddasset of dual sentences
by associating witt’s meaning a set of designs. These designs will be seprstfs-
cationsfor S, that is the supports of potential dialogues during whicheakerP can
assert and justify the statemefiagainst an adresséewho has several tests at his/her
disposal.
Let us denote by such a design. We can write it as :

E=yllet<N > or E=ylla<M>

wherey is the channel by which the interaction is performead(resp.ez) is the name
associated witts when "some” has the narrow scope (resp. the wide scope\and
(resp.M) corresponds to an expected interaction.

Let us focus onV. It may be written :

EeleLel(f)-gl

where&; is a justification ofF; : the linguistl speaks an african languagand thee;'s

are the names associated with those utterances.

Letus then exploré;. If a is the name associated with the utteradcd is the african
language thaf speaksthe designs4; and.A, are justifications of, respectivelyl; :

Fis an african languagand A,: [ speaks’. We may write :

& = I||E < A1,A2 >

Example: We may haveN; = a; (z1).(x1]|0) andNa= az(x2).(x2||0). In such a case
the locutor justifiesd; and A; by saying that there amataswhich justify them.
Finally we obtain as a first example §fs justification:

& = ylfe1 < Leeren(®).(z][a < ar(x1).(21]]0), az(w2).(v2][0) >) >
which may be read as follows:
e P asserte;. The positive action igy

e Then he is ready to listen objection for every linguidthe negative actions

el(Z)).

e For every linguist P is able to exhibit some languadé arguing thatt" is an
african language an#l speakd. This is the positive actiomn.

13



e Lastly, if O had still some doubts about one of these two claims (expidsge
the negative actions,; (1) andaz(x2)), P could continue to give justifications,
but here, s/he asserts that they are provided by mere ditas (

Remark : The desigre, is built in order to normalize with a design associated with
an attempt to negate it : "There is some linguist which daespeak any african lan-
guage”. We could also find other designs as justificationssfaiith its first reading,
for instanceO could ask to check ifreally speakd, if F'is really an africal language
andsoon ...

Example:

The following design would also be convenient :

€ =yller < Beera(d).(xlfa <Q7,Q7 >) >

It differs from the previous one by the fact that it doesnérpto justify the statement:

Fis the african language thdtspeaksIn such a case, a counter design may normalize
only if it plays the daimon againf8’s actiona.

The following one is still a design that could be convenient :

&1 = y|[e1 < Beeren(@).(z|[a < ay(x1).(21]|0), az(z2).(x2|[F < N1, Nz) >) >

Here, instead of justifying. by a data,P goes deeper and gives a more detailed justi-
fication, for examplé:: [ spent his childhood in Tunisia and went to a local schadl
and\N; (not detailed here) are the subdesigns associated withtherlying utterances
of G.

A first and rough approximation of the meaning of the sentexoeed therefore be a
set of such designs, which are all supports of potentiabdias. In this case,
denotes the set of designs representing the first readiSgeof if So denotes the set
of designs representing the second one, the set of desigresemting the meaning of
S is the union of these two set§:= S; U Ss.

4.4 Meanings as behaviours (from designs to proofs)

The concept obehaviour(see the Appendix) will be the key concept. Actually, it is
by its means that we may recover the notiorfiarfnula
Let us recall from the Appendix that a behaviour st of designs closed by biorthog-
onality, that is a set of designs which have the same behaviour wjtirds to normal-
ization with the other designs. Generally speaking, a bielbavs the orthogonal of
some set of designs. The behaviour generated by a d&sigrD+-+. By associating
the meaning of an utterance with a behaviour, we get, in daraetive setting, a coun-
terpart to the more usual notion of a "logical form” assoeihawith a sentence.
The entire meaning of the sentence (4) above is given an ateswa behaviousind
as a linear formula expressedihS L L, thehypersequentialized polarised linear logic
(see the Appendix). I/ SLL, at a first glance, formulag, and.S; can be expressed
as:

S1= VaL(z) - Jy(Aly) ® P(z,y)))

So= 3y Aly) @Va(L(z) o P(z,y)))
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If we still concentrate ourselves on the reduced forms :

Sy=Vady(A(y) ® P(z,y))

Sy = JyAly) ©Vz P(z,y))
and If we go back to the designs defined in the previous seatiersee thaf,, £ and
& share the same series of initial steps. We may be easily moedithat any design
which could be a justification fo$ would begin the same way. This suggests that they
belong to the same behaviour, or in other words, that eadhenfitmay be seen as an
attempt to prove the same formula, namely the fornfula S;® | S5 whereS] and
S’ are given above, and whefés used to deal with the subformu$g separately.
Here is an attempt to provg:

£ =

Dv At - | PLHQ,F)E D
3y Al 1 P(y))
(V23y(1 A(y)® 1 Pe,y)))* =

Because this proof-attempt can be viewed dgsign(let us recall from the Appendix
that a design can be seen, in a complementary way, in gammes &srwell as in proof
terms), we are allowed to consider thehaviourthat it generates. Let us call@. In
the sequel, we will try to refine this behaviour, since for tinee being its members
converge with a lot of designs.
We have to specify the meaning df(y) and of P(z,y). They will come from the
interactionsthey have with other designs.
Incidentally, it may be interesting to notice what would he behaviour generated by
the whole formulaS:

&=

Dy | AYF)- | PLQ,F)- D
L L), 3y(T A(y)® 1 P(L,y))
(Va(1 L(z) — Fy(T A(y)® T P(z,y)))*" +

We leave to the reader to check that thisonverges with the following:

H:(l)(z) uAi(F’),zﬂ(z,F’)Jr FlAL(F),PL(l,F)T

VL) - Vy(T A(y) — | PH(Ly) "+
F3z(1 L(z) @ Yy(1 A(y) — | PH(z,y))

that we may interpret in the following way:

e the opponent is ready to accept any argument from the propaceording to
which some language is really an african language and tgaihs/he has cho-
sen speaks it

e but s/he is not ready to discuss the fact thiata linguist
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Going back to the simplified version, we have a convergenéesiinply with:

t

L AY(F, PH(LF)  H AL(F),PL(Z,F)T
D =
)

Vy(1 A(y) — L PH(f,9)*" F
F 3z (Vy(T Ay) —o | PH(z,y))

Therefore£ 1 D', and any design which is orthogonal® belongs toC. We note
that:

e £ is minimal with regards to the justifications for atomic staents: itstops
beforeexploring the componentd and P. In an interaction as the one seen
above,A and P are simply assumed to be true formulae, they could be reglace
by the negative true formute. Moreover,£’ is more explicitly formulated as
the bi-orthogonal of (the attempt of proving} Jy(T @ T).

Then, we may decide to go deeper and to view the stateriits = F' is an african
languageand P(l, F') = | speaksF' as themselves formulae which are waiting for
justifications. In this case, we use the shift operat¢ef. the Appendix) in order to
separate them in the course of the proof. They may be viewedeas facts, that is
kinds of propositions or datas(which happens in the case of the desdi, or they
may also be viewed as more elaborate representations wéichestill decomposed
(this is the case of the desigh). In both cases| A(y) and| P(z,y) admit proofs
(either trivial as if they were simple axioms, or more elatiey.

Seen as proofsy; and &, obviously coincide on the initial steps (starting from the
bottom) but differ abové® (I, F'). Such initial steps are :

- A(F) - P(I, F)
Do patp- PR E D
' F3y(1 Aly)e 1 P(ly

)
(Vz(3y(1 Aly)® 1 Pla,y)))* F
FS

The attempts to provel(F) and P(l, F') give rise to two newbehaviours(the bi-
orthogonals of these attempts), that we shall denote réselyc. A(F') andP(l, F).
The designs, and &; finally belong to the same behaviouviz(Jy(1 A(y)® 1
P(z,y)))’, provided that, for instanceé\(F) = 18 andP(l, F) = 1 @ {&}++ (the
later is essentially the union of the two behavioumnd{&; }1+1).

Finally, going back to the complete statem$hits meaning is given by the behaviour:
S, which corresponds to th& S L L formula (still denoted bys) :

6Let us recall thar is the neutral element of the negative additive
"Vertical arrows are shift operators - see the Appendix - tvhitake the formulae negative ones, a
condition that is necessary if we wish to respect the imptoinvention inH.SLL according to which
formulae are decomposed into maximal blocks of alternalaripies.
—0 —t
8The behaviourl associated with the positive linear constamontains two designs: ¢ andH £.
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S = (Vz1L(z) —(Jy TA(y)® 1P(z,y)))) ® Iy TA(y) @ (1L(2) —oVz TP(z,y))).
And therefore

S = (ValL(z) <3y 1A(y)@ 1P(z,y)))) & Jy TA(y) © (IL(z) —~Vz TP(z,y))).

Let us recall a behaviour may be viewed as a set of justifiocaticOf course, each
justification of S may be found in the behavioSy provided that it is large enough.
Analyzing things more deeply, we discover that in f&cipay be viewed as family of
behaviours This results from the fact that, if a behaviour, by itselfyays contain the
designs less defined as any of its designs, it does not cogeai@rally more defined
ones. Of course we have always the ability to consider thase oefined designs, but
each time we refine a design, we get a new behaviour, (whictaitenthe previous
ones). Larger behaviours support more justifications thaadlsr ones.

5 Conclusion

Intuitively speaking, Ludics allows us to develop a new peint, according to which
very various objects may be assigned to sentence (and waore)ing. These objects
are technically characterized behaviourshat is, asstablesets (with regards to bi-
orthogonality). We don’t need to know what is taesencef meaning (by entering
into some kind of metaphysics), because those objects éiredey their reactions
with regards to other ones they are interacting with. Moegowe may make the depth
of the characterization vary, according tseparationtheorem. As pointed out by
C. Faggian ([Faggian 2006]), only the properties of thegeatb that can be tested
by means of interaction with objects of the same kind can l=ded, they are the
observables
At the low level of sentence interpretation, there are aterhih are simply facts,
or datas They can be replaced Wy the neutral element of the of the algebra of
behaviours. In such eeductionof meaning, sentences the analysis of which ends up
on those atoms are said to tvee. Actually, a design which does not use the daimon
can be seen aginning By the completeness theorem, that amounts to say thatlteean
translated into a proof of the statement it argues for, aackfore this statement can be
seen as a true one. This provides us with a possible reductitwetruth-conditional
paradigm.
At a higher level of interpretation, sentence meaning is seeafamily of behaviours,
parametrized by the elementary behaviours that are indalvahe sentence : this
is in fact the counterpart of the traditional idea, in Pogslorlds Semantics, of a
proposition as a set of possible worlds. Here, a propositianbehaviour, which is
itself defined according to elementary ones associatedatgtimic sentences. We may
for instance definaecessityas truth for any fine-grained exploration of the behaviours
associated with atomic sentences. It is probably a notioreoéssityslightly different
from the usual onelNecessarily gloes not mean thatis true "by essence”, but that
could be defended against any kind of objection. Let us rdliat this allows to grasp
the difference between (5) and (6) below:

(5) it is necessary that Bill be the culprit
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(6) Bill might be the culprit
For (5) : for any objections formulated against the idea Bilitoe the culprit(that is,
for any fine-grained behaviour associated with that idée),etis a winning design in
favour of the idea. For (6), it suffices that there is a winrdiegign against one current
argument against the idea.
We conclude from that that the Ludics viewpoint is not totalithogonal to the clas-
sical one, in that it should be possible to express in it mbgt@distinctions that the
classical view is able to draw. Nevertheless, we must enipd#tse following points:

e In Ludics, formulae are not the primitive objects. The magrof a sentence is
thus assigned an object which is r@opriori closed : the meaning of a sentence
may bemore and more refinedin particular, the order between designs given
by the separation theorem enables one to explore more anel pnecisely the
argumentative potential of the sentence.

e Ludicsis built with an explicit attention given to the "lagil frontier” (what falls
inside logicversuswhat falls not). Logical concepts like formulae, proofs and
connectives are defined in a world which is larger than thet $dgical word (let
us remember that we hayaralogismdike the daimon and counter-proofs in
that world!). This feature may be used to formalize aspetta@aning which
don't directly deal with Logic, like it is the case in pragrcat dialectic and
rhetoric, as seen in the first part of this paper.

e Ludics also refers to the possibility of playing on varionterpretations of log-
ical concepts localizedvs delocalizedor spiritualistin Girard’s sense), where
we see an implementation of the well known distinction bemkensand
types(see [Strawson 50]). The same sentence can be viewed (itEdmme
framework) as a token - when seen as an utterance made inraaungext - as
well as a type - when seen as delocalized and understoodandeptly of any
context. Normalization withFaz makes the communication possible between
the two.

e Ludics also enables us to deal willgnamicdor free, like we saw it in the first
part of this paper. This feature is particularly highlighte the use of-designs,
which includecutsand therefore a procedure of normalization which is similar
to B-reduction. In this reduction efdesigns, arguments which were initially put
at some locations may be displaced in order to play the rag #éne expected
to have in an argumentation, thus ensuring the communicétion tokens to

types.

Finally, we point out the harmony there is between this cptioa and the neuro-
cognivist views according to which meaning is a questionctif/ation of neuron sets,
which are always specific to each mind/brain but are suchtthasfer is always avail-
able from a specific brain to another one. Reproduction ofningain the dialogue
activity is thus made similar with (and perhaps even exterefgroduction of cells in
the biological world.

18



6 Appendix A: a very short presentation of Ludics

6.1 Ludics in a nutshell

Ludics is a recent theory of Logic introduced by J.-Y. GirardGirard 01]. Here we
don'’t give the entire definitions of the core concepts of legsdbut we just give an
account of the objects we use in this paper.

6.1.1 Designs

At a first glance designslook like proofs In fact, they come from a deep study of
proofs and their interaction. It was discovered alreadyrduthe nineties that proofs
of Linear Logic could be decomposed into blocks of oppositiaities (positive like
for ® and® steps, negative like fdz andp steps). That opened the field to a polarized
and focalized logic. In such a frame, blocks of a given polaaie reduced to only one
step : itis as if a synthetic connective (involving severamisses, not necessarily one
or two) was used at each step. It is possible in such a frameak® roonfrontations
between polarized objects : we can think of an attempt to @@statement vs an
attempt to prove the contrary. At the basis of each atternptetis a sequent, but both
bases have opposed polarities, that is one is positivetffigir instance to prove P)
and the other negative (trying to prove-P or P F).
Because of the multiplicity of premisses, the calculuspgigormulae and the usual
connectives of Linear Logic is callddlypersequentialized Linear Log{é/ SLL). This
calculus contains a large number of rules, even if we mayepiteis by using rule
schemata. An overview is given infra.
When opposing two proofs one against the other, it may hatifaone of the two be
a real proof. In this case, the other one is of course not af fmatovhat we may call
a counter-proof Proofs and counter-proofs together are capacaproofs Amongst
paraproofs, there are of course singular objects whichealecounter-proofs: they are
defeated during the confrontation against a real proof. grboéotype of these objects
is the one step paraproof :

T f
wherel is a sequence of formulae possibly empty, arid the special positive rule
calledDaimon For a proof-searcher, to make this step in a proof amouradnat his
or her failure. In Ludics, this has the meanihg giving up. It happens that this is the
only paralogismthat Ludics allows.
HSLL may be displayed in a standard way, using only positive féamuthe negative
ones are simply put on the left-hand side of the sequent teejar to refute). All the
sequents which enter the game are therefore of the genemalfo- A, wherel” and
A may be empty anfl contains at most a formula. These sequents are therefded cal
forks and the negative part (the left-hand side) is callednéwedle Elements of the
right hand side are thieeth If T is empty, the fork is said to be positive, if not, it is
said to be negative.
Going to Ludics strictly speaking amounts to get rid of fotamin favour of only their
adresses, callddci. Thesedoci are simply sequences of integers bias). Forks are
arrangements of loci, some being positive, others negative
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From now on, if we make exception of only two rules are necessary, one for the
positive steps, the other for the negative ones. We haveftrer:

Definition: A designis a tree of forks™ - A, built by means of the three following
rules :

- Daimon
A f
- Positive rule
ik A
A 399

whereI may be empty and for every indexgs € I (i # j), A; andA; are discon-
nected and ever}\; is included in A.

- Negative rule

IR A
cr A

(&N)

where N is a possibly empty or infinite set of ramifications such thatdll 7 € A/, A;
is included inA.

Let us mention thatis is usual to interpret the positive ade positive choice made by
a player : s/he can make a "true” choice, like it is the casenwhe use theb-rule, or
s/he can keep several issues simultaneously, like we do wéiag thex-rule. In any
case, s/he selectd@cus considers it docus(the focus of the action), and s/he selects
a ramification, that is a set of adresses on which the focustistaited.

Similarly, the negative rule is interpreted as a more passigp, since thicusis al-
ready determined (it is the only locus which occurs on thieHahd side of the negative
fork). Moreover, the set associated to that rule is not aiipeamification, but a set of
ramifications. In our pragmatic, or rhetorical, view, it si&the player, after making
an assertion (positive step) was waiting for an expectedfsatswers from his or her
co-player. In terms of proofs: the proof makes a chaiod thenpredicts the kinds of
objections that can be made in tbeunter-proof If the player wishes to achieve his
or her proof, s/he has to continue the design for each brasaain corresponding to a
possible refutation. We see here that negative steps ameaiions in the proof-search.
Because these considerations can be held, a design mayrbalseén games terms:
each player sees the paraproof s/he is presently buildirgaastrategy in a game in
which the goal could bavoid the déamon!

In this other view, we see a design as a sepadsible plays These plays are called

9Every rule where the union of th; is strictly included inA correspond to the weakening rule (respec-
tively for negative rule wher ; is strictly included inA).
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chronicles A chronicle may be built from a design according to the fiistw Start-
ing from the bottom, we record all the branches and theirlsainches. A branch is
necessarily a sequence of actions, some are positive arelrsegative (alternatively).
In order to correspond to a true design, these chronicles satisfy some conditions
(coherence, propagation, positivity, totality).

6.1.2 Interaction

Interaction consists in a coincidence of two loci in dualipos in the bases of two
designs. This creates a dynamics of rewriting of the cutaete of the designs, called,
as usualnpormalisation We sum up this process as follows: the cut link is duplicated
and propagates over all immediatablociof the initial cutiocusas long as the action
anchored on the positive fork containing the cut-locusesponds to one of the actions
anchored on the negative one. The process terminates eitiegr the positive action
anchored on the positive cut-fork is tdeimon in which case we obtain a design with
the same base as the starting cut-net, or when it happeris faat, no negative action
corresponds to the positive one. In the later case, the gsdads (ordiverge$. The
process may not terminate since designs are not necedsatéyobjects.

When the normalization between two desighand¢& (respectively based dn ¢ and

¢ ) succeeds, the designs are said toiihogonal and we noteD L £. In this case,
normalization ends up on the particular design :

—— 1

Let D be a designD+ denotes the set of all its orthogonal designs. It is theniposs
ble to compare two designs according to their counter-dessige setD < £ when
Dt c &L

The separation theorem [Girard 01] ensures that this relatof preorder is an order,
so that a design is exactly defined by its orthogonal

6.1.3 Behaviours
One of the main virtues of this "deconstruction” is to helpreisuilding Logic.

e Formulae are now some sets of designs. They are exactlywiosk are closed
(or stable) by interaction, that is those which are equah#irbi-orthogonal
Technically, they are callellehaviours

e The usual connectives of Linear Logic are then recoveratith, the very nice
property ofinternal completenes3 hat is : the bi-closure is useless for all linear
connectives. For instance, every design in a behavibagrD may be obtained
by taking either a design i@ or a design irD.

e Finally, proofswill be now designs satisfiying some properties, in particthat
of not using the daimon rule.
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6.2 Thec-designs

In [Terui 08] K. Terui proposes an alternative formulatidiadics which is motivated

by stakes of “developing a monistic, logical and interaztireory for computability
and complexity”. In order to follow such a program, K. Terubdifies and extends the
formalism for Ludics.

We focus here on the notions efdesigns and generators that we use in our text and
we propose a very simplified presentation of them.

6.2.1 c¢-Designs

Amongs the new features of tlredesigns compared to the original ones of Girard let
us underline the followings:

¢ Instead of objects with absolute address,duesigns may be described using a
term calculus approach. The absolute addresses are réphagariable binding.

e Thec-designs extend ordinary designs in that they contain expiiteractions.

We then focus on some technical modification into the desigrisling. Thec-
designs still contains sequences of alternated actionsydumay at first observe that
we have a new notion of action. Thelesigns are defined according to a signature set
A: a set of couplega, n) wherea is a name and is its arity. And the positive actions
are either constantg: (daimon or abandon) arfd (divergence or absence of positive
rule), or proper and specific actions (denoteditfgr a given name:) while the neg-
ative actions are either variables, @, z,...) or proper negative actions (denoted by
a(z1, ..., x,)). Secondly, designs contains also cuts which enables sidmmapplica-
tions in a term calculus approach. Let us underline that @ suterm calculus , we do
not have a unique application but as many applications asezits in a signature set
A. Then the terms at-designs are co-inductivey defined:

e The positivec-designsareP = Q| § | Nolla < Ny,...,N, >
e The negative-designsareN = =z | X,caa(Z).P,

The positive designs really containing a cut are desi§sl$a < Ny, ..., N, > when
Ny is not a variable. In such a case the cut may be seen as anajguiiin the
following sense: ifN, contains a subterm(Z,).P, then we have to perform the ap-
plication (P,)N; ... N,,. Precisely, in such a cas§y|la < Niy,..., N, > reduces
into P,[Ny/x1,...,N,/x,]. Otherwise, if there is no subtera{z,).P, in Ny (or,
equivalentely, ifNV, contains the subtera(z, ).€?) the interaction diverges.

When N, is a variable the-design is said to be a cut-free design.

Let give as an instance ofdesign the one corresponding to thex. It is a nega-
tive c-design recursively defined as follows:

Faz, = Y.caa(z,...,zn).(y|[a < Fazg,,. .., Fazx,, >)
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6.2.2 Generators

K. Terui introduces in [Terui 08] design generators thawie a means to finitely de-
scribe infinite designs.

A generatoris a triple(S™, S~,1) whereS™ andS ™ are disjoint sets of states and
lis a function defined o = ST U S~ satisfying the following conditions:

e Fors™ € ST,i(s™) is eitherQ, 1 or an expression of the form
50 |[@ < sy,...,s, >suchthatthe; 's belong toS™—.

e Fors— € S7,1(s™)is eitheravariable, or an expression on the forf,c 4a(Z).s;
such that the!'s belong toS™.

A pointed generatoris a quadrupléS™, S~ 1, s;) where(S*, S~ 1) is a gener-
ator andsy € S.
We say that S+, S, 1, s;) generates a-design callediesign(S™,S™,1, sy).

A c-designD is finitely generatedif it is generated by a pointed generator which
has finitely many states, and whenel(gr) = X,c 4a(%).s,, all but finitely manys,
have the labef.

Examples:

- the pointed generatdf s }, {s},l, s;), with: I(s;) =1, I(s) = Xaea.5t generates
the negative daimortl ¢ 4.1.

- the pointed generatOfs, }oca, {sn}, 1, sn) with:

l(sn) = Baca(Za).sq andl(s,) = ylla < sn,...,sn > ify ¢ &,

generates th&ax.
Remark: Provided thatA is finite Dai~ and Fax are finitely generated.

7 Appendix B: an hypersequentialized linear calculus

We give here a short presentation of a hypersequentialigesion of linear calculus,
which enables one to manipule the designs as (para)proaftogical calculus.

7.1 Formulae and sequents

By means of polarity, we may simplify the calculus by keepamdy positive formulae
Of course, there are still negative formulae... but theysamly put on the left-hand
side after they have been changed into their negation. Mereim order to make para-
proofs to look like sequences of alternate steps (like ihésdase in ordinary games),
we will make blocks of positive and of negative formulae iclsa way that each one
is introduced in only one step, thus necessarily usiymghetic connectiveSuch con-
nectives are still denoted and® but are of various arities. We will distinguish the
case where botly and® are of arityl and denote it .
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- The only linear formulae which are considered in such a segoalculus are
built from the setP of linear constants and propositionnal variables accgrttin
the following schema :

F=P|(Frf@ --@F )® - o(F '@ -@F) |F'

e The sequents ardenotedI” - A where A is a multiset of formulae and
contains at most a formula.

7.2 Rules

e There are some axioms (logical and non logical axioms):

—
PrP F1I FIT,.A A

)

where P is a propositionnal variable I andT" are the usual linear constants
(respectively positive and negative).

e The "logical” rules are the following ones :
Negative rule

F Ay, A, T Ay, Ay T

) Pnpo

(All®"'®A1n1)@"'@(Ap1®"'®Apnp)FF

Positive rule

Ail Iy Azm |—Fp
FAn® @A) @ @ (Apn Q- @ Apy,),T

whereUl'y, C T and fork,l € {1,...p} thel', N T, = 0.

7.3 Remarks on Shifts

Using the shift is a way to break a block of a given polarityp&ate steps may be
enforced by using thehift operators| and1 which change the negative (resp. posi-
tive) polarity into the positive (resp. negative) one. Thkes introducing such shifted
formulae are particular cases of the positive and the negatie:

At FT FALT

- [+] -]
L AT JAFT

whereA is a negative formula.
Example In a block likeA ® B ® C'in principle, A, B andC' are negative, but if we
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don’t want to deal with4, B, C' simultaneously, we may change the polarityf C
(which is positive) and make it negative by meang .oiVe write thend® 1 (B ® C).
Compare the two following partial proofs, where (1) does usgt any shifts and (2)
uses one :
Bl CtE
FBeC
ALE BLE Ctr AR 1 B0
insteadof (1): FA®B®C weget(2): FA® 1 (B®C)
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